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Turbulence affects the performance of underwater wireless optical communications (UWOC). Although multiple 
scattering and absorption have been previously investigated by means of physical simulation models, still a 
physical simulation model is needed for UWOC with turbulence. In this paper, we propose a Monte Carlo simulation 
model for UWOC in turbulent oceanic clear water, which is far less computationally intensive than approaches 
based on computational fluid dynamics. The model is based on the variation of refractive index in a horizontal link. 
Results show that the proposed simulation model correctly reproduces both lognormal and negative exponential 
probability density functions of the intensity fluctuations for weak and saturation turbulence regimes, 
respectively. Results presented match well with experimental data reported for weak turbulence. Furthermore, 
scintillation index and turbulence induced path loss versus link span are exhibited for different refractive index 
variations. 
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1. INTRODUCTION 
Underwater wireless optical communications (UWOC) is an emerging 
high bandwidth, low time latency and highly secure technology 
compared to the radio frequency and acoustic based systems. UWOC is 
being investigated by researchers for scientific, environmental and 
commercial purposes in oceans in order to provide real-time 
communications among underwater vehicles and wireless sensor 
nodes [1]. In underwater environments both absorption and multiple 
scattering are the two important factors, which induce power loss, 
time dispersion (i.e., inter-symbol-interference (ISI)), leading to 
degraded link performance and reduced transmission spans ( to < 100 
m) as reported in the literature e.g. [2-5]. It is well known that seawater 
displays a relatively low loss property in blue and green lights (i.e. a 
transmission window of 450-550 nm) [6, 7], which has become the 
foundation for the development of future UWOC. 
 Turbulence is another factor which will have a significant impact on 
the link performance, thus further limiting the wide spread 

applications of UWOC.  The propagation of laser beams through the 
atmospheric turbulence has been extensively investigated both 
theoretically and experimentally. However, laser beam propagation 
through the complex oceanic turbulence is a relatively unexplored area 
required detailed investigations. Turbulence is random variations of 
the refractive index of water n mainly due to the temperature and 
salinity fluctuations in ocean, which leads to the received intensity 
fluctuations or fading and beam spreading thus degrading the UWOC 
system performance[8, 9].  
 The irregular and unpredictable motions in oceans makes 
turbulence field testing challenging and experimentally costly and time 
consuming. Thus, there is a need for a simple simulation platform for 
predicting the system performance prior to any system design, 
implementation and evaluation. While prior studies have modeled and 
experimentally tested the absorption and multiple scattering 
phenomena [3-5], to the best of our knowledge there are no physical 
turbulence models of UWOCs. However, in the previous studies, 
various effects of turbulence on UWOC have been reported. In [10] the 



effect of turbulence on the Gaussian beam waist over a 2 m water path 
was experimentally investigated. The effect of turbulence in the natural 
environment on underwater imaging was investigated experimentally 
in [11].  In [12] the index of refraction structure constant was 
experimentally investigated in clear water over a vertical transmission 
span of ~ 9 m.  In [13] a Monte–Carlo based statistical simulation 
method was presented to characterize an UWOC channel with a single-
input-multiple-output (SIMO) scheme under weak turbulence. The 
scintillation index (SI) values of plane, spherical and different Gaussian 
beams were obtained analytically in [14-16]. The SI and the bit-error-
rate (BER) performance of higher order modes of laser beam in a 
horizontal UWOC link were evaluated under weak turbulence in [17] 
and [18], respectively. The SI and the corresponding BER performance 
of the multiple-input-single-output (MISO) UWOC system was 
quantified using laser beam array in [19].  
 In this paper, we focus on presenting a simple physical simulation 
model based on Monte Carlo method for a turbulent UWOC horizontal 
link, which is far less computationally intensive compared with the 
approaches based on computational fluid dynamics (CFD). The 
proposed model is based on the interaction of propagating photons 
with turbulent medium, which is presented in consecutive turbulent 
cells with different n. The variation of n is due to temperature, salinity 
and the pressure gradient. In addition, in this model we consider the 
effect of dynamic water flow on laser beam propagation.  
 In our model, the resultant intensity fluctuations of the received 
laser beam, is fitted with a closed-form expression of the probability 
density function (PDF). Knowing the PDF is essential in determining 
the reliability and the BER performance of UWOC systems [9, 20]. The 
three most reported closed form expression of intensity fluctuations 
for FSO link under weak, weak-to-strong and saturation turbulence 
regimes are log-normal, gamma–gamma and negative exponential, 
respectively [21]. However, not much research works have been 
reported on the PDF of intensity fluctuations for turbulent UWOC 
systems. A recent experimental work measuring PDF of the received 
laser beam power under weak turbulence in a 1 m water tank was 
reported in [22, 23]. The recent theoretical works, mainly focused on 
weak turbulence, have adopted the same PDF as the atmospheric 
turbulence (log-normal distribution) [13, 15, 18, 24-27]. However, no 
experimental and theoretical works have been reported information 
on the PDFs of moderate, strong and saturation turbulence regimes. 
Therefore, our new physical model is proposed to predict the PDF of 
the received laser beam power under different turbulence regimes. 
While the previous reported studies presented the dependence of SI on 
the fluid flow parameters in weak turbulence regime [14-16], in this 
model both the SI and the turbulence induced path loss are 
investigated based on the variation of n. 
 The rest of paper is organized as follows. In section 2 the concept of 
the simulation model is explained. Section 3 describes the structure of 
the simulation model. The verification and other simulation results are 
presented in section 4 and section 5 concludes the paper. 

2. CONCEPT OF THE SIMULATION MODEL 
Turbulence is the result of inevitable flow perturbations creating an 
unstable flow with large scale eddies [28]. These large eddies interact 
with each other, disperse their energy and form smaller eddies [29, 
30]. Due to the chaotic nature of energy transfer from large to small 
eddies, the created turbulent eddies are homogeneous, isotropic and 
steady with different size each one has a constant n [21]. Therefore, in 
this work to model the turbulence, we have assumed a stratified water 
medium in the horizontal direction where each layer represents a 
homogenous  and isotropic turbulent cell or eddy in the motion [31].  
 

A. Refractive index variation 

In order to define n in each turbulent cell, a distribution of n variation 
according to the oceanic water is needed. n will depend on the water 
pressure P, temperature T, salinity S and wavelength λ [31-33]. In the 
static waters, variations of T, P and S of water in small area are 
relatively minor. But in dynamic waters such as the real ocean 
environment, where turbulence is widely distributed, n changes 
rapidly in time and space. It is concluded from previous studies both in 
the oceanic water and in experimental conditions that n variation is 
assumed to occur randomly [9, 30, 34]. In our model, we present the 
fluctuations of n when considering T, S and P fluctuations using the 
refractive index equation which is well accepted for 0.5 < λ < 0.7 µm, 0 
< T < 30 ̊ C, 0 < S < 43 ppt  and 0 < P < 11000 dbar,  as given by [32], 

2 2 4 6

0 1 2 3 4

2 3 4

5 6 7 8

2 3

9 10 11

2 2 3

12 13 14 15 16

2 2

17 18 19 20

2 2 2

21 22 23

2

24 25 26

( , , , )

( )

( )

( )

( ) .

n T P S n n n n n

n T n T n T n T

n T n T n T

n n n T n T n T S

n ST n P n P n P

n T n T P n P T

n n T n T PS

    





 

  





    

   

  

    

   

  

  
      (1) 

 Note that, the coefficients in Eq. (1) can be found in [32]. For values 
of T and S, we have adapted the measured vertical profiles of 
temperature and salinity in the Florida Strait [30]. We have assumed 
that for the first 100 m of the T and S profiles, waters of different depth 
layers can be mixed together to create the turbulence. All the key 
system parameters, including T and S values adopted in the simulation 
are shown in Table 1.  

3. THE STRUCTURE OF THE SIMULATION MODEL 
The radiative transfer equation (RTE) is used to describe the behavior 
of light radiance generally in a three dimensional time-dependent 
inhomogeneous and anisotropic propagation medium [35]. Variation 
of n along the propagation path cause changes in time and space 
domain of the light intensity. Analytical solutions of RTE exist for 
simple cases, but for a more complex medium with turbulence effects it 
is rather challenging to obtain analytical solutions for the light 
intensity. Thus, we have adopted Monte Carlo method in developing a 
simulation model for UWOC in turbulent waters, which is simple and it 
can be readily modified for other communications scenarios. The 
proposed model is based on step-by-step tracing of a number of 
photons propagating within water from the transmitter (Tx) to the 
receiver (Rx).  
 The framework for the simulation model is a horizontal point-to-
point three dimensional link in the z-direction. As part of the 
simulation we have made a number of assumptions including: (i) the 
propagation medium is infinite both in x and y directions in order to 
simulate the laser light transmission in the water; (ii) the interaction of 
light with the water-air surface is ignored for simplicity; and (iii) water 
is assumed to be clear with no particles and scattering and absorption 
do not exist. The Monte Carlo simulation model consists of three main 
parts: the Tx, channel and the Rx. The system block diagram is 
presented in Fig. 1 (a). 
 The Tx is a narrow-divergent optical Gaussian laser beam assumed 
to operate in the far-field region, which determines the position of each 
photon in the Cartesian coordinate by (𝑥, 𝑦, 𝑧) and the direction of 
each photon being launched into the channel through direction cosines 



(cos 𝜃𝑥 , cos 𝜃𝑦 , cos 𝜃𝑧). 𝜃𝑥, 𝜃𝑦 and 𝜃𝑧 are the angles between 
photon direction and x, y and z axes, respectively.  

A. The turbulent channel 

To simulate a turbulent channel, as shown in Fig. 1 (b), here we have 
made a number of assumptions: (i) m-layer with different n with each 
layer representing a turbulent cell [31]; (ii) curved boundaries  
separating adjacent turbulent layers; (iii) the ith curved boundary 
between turbulent layers i and i+1 intercepts z axis at the position 
𝐏𝐢(0, 0, 𝑧𝑖

′). 𝐏𝐢 points are at constant positions with a Δz distance 
between consecutive points. Note that, m value depends on the total 
link span and Δz and Tx and Rx centers are situated on the z axis; (iv) 
the curved boundaries are assumed to be part of spheres with the 
radius 𝑅𝑖  in three dimensional coordinates system. It will be explained 
later on that throughout simulation 𝑅𝑖  is selected randomly within 
acceptable limit; and (v) the normal vector 𝐧⃗⃗ 𝐢 at the 𝐏𝐢 points is defined 
as, 

( , , ) (sin cos ,sin sin ,cos )i i i i ia b c      in
       (2) 

in that, θi  the polar angle is chosen randomly between zero and 𝜃𝑚𝑎𝑥  
and 𝜑𝑖  the radial angle is chosen randomly in the interval of [0, 2𝜋] for 
ith curved boundary. This implies the rotation of curved boundaries 
along the z direction. 
 

 
(a) 

 
(b) 

Fig. 1. (a) System block diagram, and (b) the consecutive boundaries 
with defined parameters in turbulent channel and interaction of a 

photon with them 

B. Interaction of a photon with a boundary 

Tracing photons movement within turbulent layers sequentially, the 
intersection point of each photon with each boundary 𝐗𝐜(𝑥𝑐, 𝑦𝑐, 𝑧𝑐) is 
obtained simply through the intersection equations of a line and the 
boundary. If the photon has no intersection with the boundary, then 
the photon is marked as wasted photon and its trajectory calculation 
will be terminated. As shown in Fig. 2, the new direction of a photon 
following refraction from the ith curved boundary is determined using 
the three dimensional Snell law in the vector form as given by,  
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In Eq. (3), 𝑛𝑖 and 𝑛𝑖+1 are the refractive indices of ith and i+1th layers, 

respectively. 𝐋 𝐢 and 𝐋 𝐢+𝟏 are the directions of photon before and after 

interaction with the ith boundary that are defined with the direction 
cosines as,  
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𝐧⃗⃗ 𝐫 is the normal vector to the curved boundary in point 𝐗𝐜  defined as, 
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where 𝐎𝐢(𝑥𝑜, 𝑦𝑜 , 𝑧𝑜) is the center of curved boundary. The three 

coplanar vectors of 𝐋 𝐢, 𝐋 𝐢+𝟏 and 𝐧⃗⃗ 𝐫 are satisfying the normalization 
condition to ensure that they are unit vectors, 
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At the first boundary, 𝐋 𝐢 is the incident direction of photon launched 

from the Tx and 𝐋 𝐢+𝟏is the refracted path direction, which is to be 

determined and will be updated as the 𝐋 𝐢 for the second boundary. 
While 𝑅𝑖  is chosen randomly for each boundary, 𝐎𝐢 is obtained 
through the normal vector  𝐧⃗⃗ 𝐢 and the known point 𝐏𝐢, which are given 
by, 
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Fig. 2. Details of interaction of a photon with ith boundary 

To obtain  𝐋 𝐢+𝟏 , three equations which are derived based on Eq. (3) 
are, 
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It is concluded from Eq. (12), (13) and (14) that  
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Substituting Eq. (15) and (16) in Eq. (8),
 
 𝜇𝑥́ is obtained by, 
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Eq. (17) will results in two solutions: (i) omitted photon’s direction 
toward Tx; and (ii) correct photon’s direction toward the Rx. 
 Due to small incident angles adopted throughout the simulation, 
both the reflection and the total internal reflection between layers have 
not been considered for simplicity.  At every interaction of a photon 
with the medium, both their current position and direction are 
updated. These attributes are recorded and are used to make decision 
on which photon is received. Note that, only the photons within the Rx 
aperture and with polar angles (cos−1 𝜇𝑧) less than the half angle of Rx 
FOV are selected as detected photons. 

4. RESULTS 

A. Simulation methodology 

The simulation is implemented using MATLAB. To determine the 
received optical intensity fluctuations, we used a specific number of 
transmitted photons for 1000 channel realizations with each 
representing a time sample of the channel. In each channel realization, 
𝑛𝑖, 𝑅𝑖 , 𝜃𝑖 and 𝜑𝑖  related to each boundary are selected randomly from 
uniform distributions within their specified domains. These sets of 
random numbers are changing in each channel realizations to 
implement the chaotic characteristics of the turbulent time-variant 
channel.   
 The received optical power values are obtained for all channel 
realizations based on the total number of received photons, which are 
normalized to the average received powers and the corresponding 
PDF is plotted such that the area under it equals to unity. The SI is 
obtained from the following equation, in that I is the received intensity, 
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B. PDF distributions 

Here, we have adopted the two well-known PDF distributions of 
received intensity fluctuations of lognormal and negative exponential 
for weak and saturation turbulence regimes, respectively. The 

lognormal distribution for a Gaussian beam is given by [36],   
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where 𝐼0 is the mean received light intensity. In the limit of strong 
intensity fluctuations in the saturation turbulence regime where SI~1 
[21], negative exponential distribution is given by, 
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Other PDF distributions such as log-normal-Rician, I-K, K and gamma-
gamma distributions all reduce to the negative exponential in the limit 
of strong turbulence and therefore are not considered here [21]. 

C. Experimental verification 

In this section we verify the proposed simulation model by means of 
experimental investigation based on the work reported in [23] under 
weak turbulence. In [23] a laser light source at a wavelength and 
power of 632 nm and 1.5 mW, respectively,  CMOS camera and 1 m 
long plexiglass tank were used to obtain the PDF of intensity 
fluctuations. To compare our result with their experimental data 
specifically, we consider part of the test which turbulence was created 
on distilled water with temperature gradient and with no particles and 
no scattering with the reported SI of 11e-4.  
 According to the reported information [23], we assumed no salinity 
and pressure, and used temperature variation in the range of 20-20.2  o
C, λ of 632 nm, and a link span of 1 m to obtain the refractive index 
variation Δn=[1.3317-1.3318]. The distance between successive layers 
Δz is equal to 0.05 m and 𝑅𝑖  is within the range of 0.05-1 m.  Note that, 
𝜃𝑚𝑎𝑥  is 15  oand 𝜑𝑖  is chosen randomly in the interval of [0, 2𝜋]. The 
size of the receiver’s aperture was assumed to be 2 mm. Using the 
given parameters, we determined a SI of 19e-4. Fig. 3 shows the PDF 
for lognormal as well as data for simulated and experimental (from 
[23]) PDFs. Note that, there is a good match between the simulated and 
experimental data except around the peak points. 

 

Fig. 3. Simulation data fitted with experimental data and lognormal 
PDF distribution  

D. PDF of simulation intensity fluctuations 

We present here the PDF of simulated intensity for the weak, 
moderate-to-strong and saturation turbulence regimes using the 
parameters given in Table 1.  
 It was reported in [12] that the inertial scale of turbulent cells could 
be in the order of centimeters to ensure locally isotropic and 
homogenous turbulence. In our model we set the distance between 
successive layers Δz to 50 cm.  𝑅𝑖  is chosen randomly in the range of 
0.5-10 m from a uniform distribution to cover all possible cases of 
turbulent cells. 𝜃𝑚𝑎𝑥  is 45  oand 𝜑𝑖  is chosen randomly in the interval of 
[0, 2𝜋] in a 200 m link span.  
 To change the distribution of n for each simulation scenario, m 
values of 𝑛𝑖 are chosen randomly in the interval of [𝑁𝑎𝑣𝑔 −

∆𝑛/2,𝑁𝑎𝑣𝑔 + ∆𝑛/2] where 𝑁𝑎𝑣𝑔 is the average of maximum 

variation of n [1.3412, 1.3420]. Δn is defined separately for each 
scenario [28]. 
 



Table 1. Simulation Parameters 
 

Parameter Value 

λ 
T  
S  
P  
Maximum Δn 
Link span 
Laser beam divergence (half angle) 
Beam width 
Rx aperture diameter 
Number of transmitted photons  
Number of channel realizations 
Δz 
𝑹𝒊 
Number of layers 
𝜽𝒎𝒂𝒙 

520 nm 
23-29◦ C 

36.1-36.8 ppm 
0-10 dbar 

0.0008 
200 m 

0.00075 rad 
15 mm 

100 mm 
1e4 
1e3 

50 cm 
0.5-10 m 

400 
45˚ 

  
 Here, the focus is on the effect of variation of n on the intensity 
fluctuations, which results in different turbulence regimes. Figs. 4 (a) 
and (b) depicts PDF of simulation data and lognormal as a function of 
normalized I for Δn of 16e-7, and 8e-5, which result in SI of 0.001, and 
0.0022, respectively. In both figures, there is a good match between 
lognormal and the simulated data under weak turbulence. For higher 
values of Δn i.e., 6e-5 and 40e-5, which results in SI of 0.01 and 0.2, the 
PDF plots are illustrated in Figs. 5 (a) and (b), respectively. As can be 
seen for the moderate-to-strong turbulence regime the simulated data 
profile is no longer the same as lognormal. In this turbulence regime, 
we could not find any known distribution to be fitted to the simulation 
data. Such results are however, potentially useful in the 
communications system design and they are testable predictions that 
could motivate future efforts to improve and extend experimental 
techniques and observations. As Δn increases even more i.e., 64e-5 and 
80e-5, which results in SI of 0.7 and, 1.2 in Figs. 6 (a) and (b), 
respectively, the simulated data fits well with the negative exponential 
distribution under the strong-to-saturation turbulence regime.  

 
(a) 

 

(b) 

Fig. 4. PDF of simulation data and lognormal for Δn of: (a) 16e-7 (SI of 
0.001), and (b) 8e-5 (SI of 0.0022) 

 
(a) 

 

(b) 

Fig. 5. PDF of simulation data and lognormal for Δn of: (a) 6e-5 (SI of 
0.01), and (b) 40e-5 (SI of 0.2) 



 
(a) 

 

(b) 

Fig. 6. PDF of simulation data and negative exponential for Δn of: (a) 
64e-5 (SI of 0.7), and (b) 80e-5 (SI of 1.2) 

To evaluate how well the simulation data fit with lognormal and 
negative exponential distributions, the determination coefficient 𝑅2 is 
examined for the weak and saturation turbulence regimes as given by,  
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where N is the number of bins in the obtained simulation distribution, 
𝑥𝑖 and 𝑦𝑖  are the simulated and predicted values for the ith intensity 
bin, respectively, and 𝑥̅ is the average of 𝑥𝑖  for the ith intensity bin [37].  
Table 2 shows 𝑅2 values for a range of SI and lognormal and negative 
exponential PDFs, which illustrate that the best fit is with lognormal for 
weak turbulence. The low values of fit in the negative exponential is 
due to the zero intensity bin, where the simulated data cannot be 
predicted well enough as a result of the deficiency of the model for the 
saturation turbulence regime.  

Table 2. 𝑹𝟐 of Simulated PDF for Weak and Saturation 
Turbulence Regimes 

SI PDF R2 
0.001 

0.0022 
0.7 
1.2 

Lognormal 
Lognormal 

N-exponential 
N-exponential 

0.9546 
0.9018 
0.8612 
0.7298 

E. Scintillation index and turbulence induced path loss 

The SI and average received power as function of the link span L for a 
range of Δn are presented in Figs. 7 (a) and (b), respectively. Fig. 7 (a) 
shows that the SI increases with L as was reported in previous works 
based on the parameters of Kolmogorov power spectrum [14, 15], but 
not considering Δn. In Fig. 7 (b) the predicted power loss with no 
turbulence (i.e., Δn=0) is due to the diffraction of Gaussian beam. 
However, as Δn increases, especially in longer transmission spans, the 
link experience more turbulence induced losses. This is due to the 
spreading effect of n fluctuations in turbulent water [9]. 

 
(a) 

 

(b) 

Fig. 7. (a) Scintillation index vs. the link span, and (b) turbulence 
induced path loss for a range of Δn  

5. CONLCUSION 
Despite the previous methods to model multiple scattering and 
absorption effect, a physical simulation model is needed to investigate 
the influence of turbulence in UWOC applications thoroughly. To 
achieve this goal, in this paper, a novel turbulence model based on the 
Monte Carlo simulation method was presented for UWOC application. 
The offered simulation model that is based on the refractive index 
variation is simple and flexible on the contrary to the CFD simulation 
tools. The model was simulated in weak, moderate-to-strong and 
saturation turbulence regimes to obtain the PDF of intensity 
fluctuations. Simulation distributions in weak turbulence were fitted 
with lognormal PDF and they were in accordance with the previous 
experimental work. In saturation regime, the negative exponential was 
fitted satisfactory with the simulation distributions as predicted and 
experimentally tested in atmospheric turbulence. The shapes of the 
PDF obtained from our simulation model for moderate-to-strong 



turbulent regime have not been predicted by theory nor are 
experimental observation readily available and we could not find a 
previously known PDF distribution for them. Furthermore, for the first 
time we presented the scintillation index and the turbulence induced 
path loss versus the link span for different refractive index variations. 
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